
An Ontology for Integrating Didactics into a
Serious Training Game

Marieke Peeters1,2,4, Karel van den Bosch2, John-Jules Ch. Meyer1,2, and
Mark A. Neerincx2,3

1 Information and Computing Sciences, Utrecht University
2 Training & Performance Innovations, TNO

3 Electrical Engineering, Mathematics and Computer Science
Delft University of Technology

4 Corresponding author: m.m.m.peeters@uu.nl

Abstract. Serious games offer high potential for immersive, effective,
and autonomous training. However, research has shown that trainees
need guidance and structure during training. This could be achieved
by means of well-chosen scenarios and targeted adaptations of the sto-
ryline based on didactic considerations. This paper discusses some of
the challenges posed in adaptive game design. Additionally, the paper
outlines the design rationale behind the adaptive game architecture for
training (AGAT). An ontology is proposed that serves as a foundation
and knowledge base for a system able to orchestrate the game’s story-
line in a didactically desirable fashion. The ontology’s use is versatile:
it supports requirements elicitation and refinement, results in traceable
underlying assumptions and design choices, and provides the knowledge
base used by the system itself. The architecture is illustrated by means
of a case study. Future work focuses on the development of a generic set
of procedural rules to operate on this ontology and generate user-tailored
didactically-driven adaptive scenario content.
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1 Introduction

The growing demand for autonomous training has led to an increase in research
on intelligent instructional systems, such as serious games [21]. Serious games
are designed to offer trainees the opportunity to develop their skills and knowl-
edge in a meaningful and practical, yet virtual, training setting. They carefully
balance fun, knowledge transfer, and reality to provide the trainee a meaningful,
immersive, and motivating learning experience. A substantial amount of research
regarding serious games has involved the use of intelligent agents to control the
characters in the storyline, examples of which are the Intelligent Story Architec-
ture for Training (ISAT) [11,10], IN-TALE [22], and Thespian [25].
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The use of intelligent agents to control important non-player characters
(NPCs) in the scenario allows for training opportunities in the absence of an
instructor and without the need for team members being present. For a long
time, research has focused on generating believable and adaptive NPC behavior,
however, Yannakakis (2012) claims that NPC AI is almost solved [31]. More in-
teresting, novel challenges revolve around the knowledge about users, tailoring
the game to those users, and techniques to control automated content generation.

The need for personalization is even more important to the development of
serious games. In order to warrant the didactical training value, the trainee
requires guidance and structured learning content, comparable to following a
personalized curriculum guided by a personal coach [8]. Of course, personaliza-
tion should be grounded in didactical principles, derived from efficacious training
forms (e.g., scenario-based training [23]) and instructional design (e.g., 4C/ID
[27]) [12,17,18]. Such an approach combines the immersion and appeal of se-
rious games with the structure offered by intelligent tutoring systems [15,28].
Instructional theory promotes a balance of challenge and ability, and the provi-
sion of meaningful scenarios to the trainee. But the question remains how these
principles should be embedded in AEG design.

Personalization means that the system knows and interprets the trainee’s
performance and adapts the training exercise to match this performance using
didactical strategies [19]. Examples of didactical strategies are the iterative off-
line selection of suitable training objectives and topics, the online delivery of
variable amounts of support, or adjustments in the pace of training. In addition
to the training exercise, the adaptation itself can be altered to fit the trainee’s
personal preferences or learning style. Note that the trainee is not the only
person involved in training with personal preferences or styles; the instructor
may also have a preferred didactic strategy. Such requirements for customization
and personalization form a serious challenge for AEG design [24]. Preferably,
AEG design separates these requirements in an early stage and tackles them in a
modular way to promote code reusability over domains, trainees, and instructors.

This paper presents work on an adaptive educational game architecture that
fosters reusability of its components and has a strong foundation in didactical
principles and instruction theory. Section 2 describes relevant related work in
the field of adaptive educational games. Section 3 outlines the reasons for and
method of developing an AEG ontology, along with a high/level presentation of
the resulting ontology and its intended use. The ideas presented in the paper are
discussed in Section 4.

2 Related Work on Adaptive Games

In the past years several researchers started focusing on player-centric adaptive
games. As Zook and Riedl (2012) point out, there are two aspects to user-
adaptive game design: challenge tailoring (CT) and challenge contextualization
(CC) [32]. CT refers to online as well as offline dynamic difficulty adjustment:
reasoning about scenario content on a didactic level. This reasoning is based on
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didactical principles or strategies leading to decisions about appropriate learning
topics and levels of challenge or support. CT requires high resolution player
profiles [9], usually specifying the player’s skill proficiencies. In contrast, CC
refers to the construction of the game world and events that set up the selected
learning objective and challenge in the actual game environment. It deals with
the reality and believability of the trainee’s learning experience.

As mentioned above, challenge tailoring refers to offline as well as online
adaptivity. Aa promising development in offline challenge tailoring is procedu-
ral content generation (also mentioned by Yannakakis (2012) [31]) controlled by
semantic modeling techniques [5]. By embedding and interpreting higher level
semantic annotations in virtual objects and agents, the content generation pro-
cess can be constrained to create meaningful and realistic content that matches
the learner’s profile [1,26]. Such higher level constraints can then be fulfilled
by equipping objects with the capacity to provide services in the game [6]. For
instance, in the CT stage, the scenario is prepared offline by generating a set
of constraints that delineate the learning goal (e.g., treat a thermal lesion) and
the level of challenge (e.g., beginner). The scenario generator then collects a set
of annotated objects that offer the services required to fulfill those constraints
(e.g., a hot object, a victim, a water tap, and a first aid kit). A straightforward
method to manage online adaptivity is the use of dynamic world elements, such
as NPCs and dynamic objects, enhanced with didactically meaningful behav-
ior variations or variable characteristics. In the case of the example, the victim
could have two behavior variations, one in which the victim is calm, and one in
which the victim is panicking. The ALIGN system [20], for example, uses anno-
tated adaptive elements to enable online adaptivity. It incorporates personalised
didactics into a serious game, while separating the pedagogical principles from
the game, thereby making it reusable. Peeters et al. (2011) [18] and Westra et
al (2010) [30] used scripted NPCs that were able to perform different behavior
variations, thereby enabling online scenario adaptation.

2.1 Context of Previous Work by the Authors

In a previous paper, the situated Cognitive Engineering (sCE) method [13] led
to the specification of a set of design principles and a high level AEG architec-
ture: the Adaptive Game Architecture for Training (AGAT). The combination of
knowledge from different fields (e.g., game research, intelligent tutoring systems,
instructional theory, and educational psychology) resulted in an initial require-
ments baseline ([R1]-[R5]) for an AEG. Each requirement is founded in a set
of measurable and testable claims ([C1.1]–[C5.2]), each of which is grounded in
literature research and expert knowledge. The interested reader is referred to
[19] for the details on the underlying literature review that lead to these claims
and requirements.

[R1] Match scenarios to the trainee’s skill level (offline).
[C1.1] Presenting scenarios in order of increasing complexity and matching them to
the trainee’s level of experience prevents cognitive overload.

[R2] Adjust the support level during task performance (online).
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[C2.1] Adjusting the level of challenge to match the trainee’s skill level fosters flow
and high levels of motivation.

[R3] Generate authentic scenarios.
[C3.1] Authentic training tasks foster transfer.
[C3.2] Authentic training tasks foster intrinsic motivation.
[C3.3] Engaging in authentic training tasks fosters immersion, and thereby flow and
motivation.

[R4] Generate a wide variety of adaptive scenarios.
[C4.1] This will foster transfer and the development of generic solutions.

[R5] Provide feedback about the task performance during the scenarios.
[C5.1] This will foster self-efficacy.
[C5.2] This will foster a better understanding of the task domain.

A first experimental evaluation of our prototype was conducted during which
domain experts rated video fragments of adaptive and non-adaptive scenarios
in terms of learning value. This study revealed that online adjustments ([R2])
of the support level significantly improve the quality of training [18], validating
further research on the development of our architecture.

As the research project progressed an additional technical requirement was
added to this list:

[R6] Promote reusability over domains, trainees, and instructors.

3 Adaptive Game Architecture for Training

The requirements mentioned in Subsection 2.1 form the foundation for our AEG
architecture. Two important notions led to the design presented below. First
of all, as mentioned in the previous section, there are two stages in difficulty
adjustment, offline as well as online: 1) challenge tailoring, and 2) challenge con-
textualization. Second, domains, world content, teaching strategies, and trainees
may change over time, and the system should offer ways to handle such changes
through reusable components. This requires a clear format for new information
and generic procedures able to handle that format. For instance, the system
needs to know about the concept of didactical strategies and use this knowl-
edge by employing those strategies using a generic method, instead of employing
hard-coded, implicit didactical strategies. We propose the use of an ontology to
specify relevant information about the user, the didactical strategies, and the
domain. In addition, generic procedural rules are designed to use this informa-
tion and generate constraints on the procedural content generation process. The
training scenarios are first generated on a didactical level (offline) and are then
contextualized using semantically annotated objects. In turn, these objects are
able to perform several behavior variations to enable online adaptivity.

The rest of this section describes the first part of the architecture, the ontol-
ogy, which describes the knowledge areas that are characteristic and relevant to
AEG design: the task domain, the trainee, the available didactic strategies, the
instructor’s personal touch, the game world, and the system’s design. First, the
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concept of ontologies is explained in Subsection 3.1. Thereafter, it presents and
exemplifies the resulting ontology in Subsection 3.2.

3.1 The Need for an Ontology

The motivation to create an ontology that defines all concepts related to AEG
design was twofold: 1) by creating an ontology, the system’s specification is re-
fined, since it forces the developer to build a solid argument and plan for each
functionality, and 2) the ontology contributes to the desire of building a modular
system that consists of generic rules imputed by exchangable (formalized) knowl-
edge bases. An ontology represents the basic concepts relevant to the system’s
operations, along with their attributes and interrelations, thereby modeling a
domain of knowledge. The use of an ontology is beneficial to the design of adap-
tive systems; it supports a shared understanding of the system’s concepts and
interrelations [3,4], but also the early refinement and testing of the system’s
requirements [16]. However, as explained earlier, our main interest in using an
ontology is that it can serve as a knowledge base for the system to rely on, that
allows for reusability and easy modification [2].

Related Ontologies. Kickmeier-Rust and Albert (2008) agree that serious
games should balance challenge and ability to promote flow and motivation
[7]. Their ELEKTRA ontology resembles parts of our ontology areas, the most
important resemblance being the distinction between task performance and skill
proficiency. This distinction is important since it abstracts away from the task,
defining the learning content as a higher level ability and understanding. This
makes it possible to separate the performance data from the task domain, since
the skills to be developed overarch several domains.

The ontology by Van Welie et al. (1998) has served as the starting point for
our task domain ontology area [29]. It defines tasks as activities performed to
reach a certain goal, and possibly, there are multiple ways to reach it. The goal
of a task is a specific state that is reached after successful execution of the task.
Since tasks can be performed by a group of people in dynamic environments,
Van Welie et al.’s ontology takes roles and events into account.

Ontology Engineering Method. The ontology described below was created
using an iterative 4-step process, derived from Noy and McGuiness’ Ontology 101
(2001) [14]. It uses First Aid Training as the application domain for clarification
purposes. The four steps used during the creation of the ontology were:

(1) Specify all the terms relevant to the requirements.

(2) Identify the important properties of the terms specified in Step 1.

(3) Define the relations between the terms.

(4) Create domain-specific instances for all of the terms by applying the ontology
to the training domain.
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The ontology specification process is iterative; each step results in new knowl-
edge about the quality and sufficiency of the terms, attributes, relations and
their definitions identified in previous iterations. The main reason for iterative
refinement is that the ontology as a whole needs to be cohesive and consistent.

3.2 The AEG Ontology - Description

The ontology serves to answer questions like ‘What will the system teach, and
to whom?’, ‘What strategies can the system use to teach?’, ‘What narrative
elements can the system use to contextualize the learning content?’, and ‘What
higher level design and system constructs does the system use?’. Various sources
of information, e.g., observations, interviews, and literature research, were used
to answer these questions, meaning that the ontology also serves a purpose of
theory development. The analysis resulted in an ontology consisting of 6 main
areas: ‘Task domain’, ‘Trainee’, ‘Didactics’, ‘Instructor’, ‘World’, and ‘System’.

• Task Domain - this ontology area refers to concepts involved in the task
execution, such as ‘Task’, ‘Role’, ‘Objective’, etc. This ontology area was
based on work by van Welie et al. (1998) [29].

• Trainee - these concepts specify all the required knowledge to reason about
the trainee and his/her progress during training, e.g., ‘Performance’, ‘Skill’,
and ‘Motivation’.

• Didactics - this area includes concepts referring to instructional features of
the system, examples of which are ‘Support Level’, ‘Feedback’, and ‘Cogni-
tive Load’.

• Instructor - these concepts deal with the interaction between the system
and the instructor, and include concepts such as ‘Didactic Strategy’ and
‘Scenario Compilation’.

• World - the concepts in this area refer to all concepts relevant to the game
world. It includes concepts such as ‘Object’, ‘Agent’, and ‘Event’.

• System - this area contains concepts that refer to higher level abstractions
and to terms relevant to the initial design architecture, specifying, for exam-
ple, ‘Task Model’, ‘System Component’ and ‘Intelligent Agent’.

The ontology has been implemented in Protégé frames 3.5 alpha 5. In the
near future it will be reviewed by experts and thoroughly checked for consistency.
Due to space limitations the complete ontology is not discussed here. However,
the ontology and its use are illustrated by means of a case study in the next
subsection.

An Illustrative Case Study This section illustrates the intended architecture
and the use for the ontology with a case study.

Jeremy has trouble connecting the topics presented during different training sessions

5 http://protege.stanford.edu
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over time. In a previous session he received instructions on how to deal with non-
cooperative patients. Today he will receive instruction on the diagnosis of burns.

To properly teach Jeremy how to perform First Aid, the system will need to
meet the specified requirements. For this example we shall discuss just one of
them: (1) choose a scenario that is appropriate for the learning goal. To meet
this requirement, the system needs to have a proper ‘understanding’ of what it
means. To do that it must have knowledge about the meaning of the concepts
in the requirement. This knowledge is available in the ontology.

First of all, the system needs to know what a scenario is. The ontology defines
scenarios on a semantic level: scenarios refer to a set of tasks, and contain an
intitial world state, and possibly a sequence of necessary events. This intitial
world state is then defined as a set of specified objects and agents situated in some
environmental setting. The ontology also specifies tasks and how they should
be decomposed and/or performed in the Task ontology area. The storytelling
elements, such as settings, objects, and characters along with their actions and
the effects thereof, all belong to the World ontology area. Objects are embedded
with additional information about their use within the task domain as well as
their didactical purposes (e.g., difficulty levels).

Second, the system should recognize the concept learning goal, which is de-
fined as an objective that Jeremy should achieve with respect to his skill devel-
opment. To derive Jeremy’s learning goal, the system relies on the knowledge
collected in Jeremy’s current skill graph. The system can now use this knowledge
to derive an appropriate learning goal for Jeremy:

‘Generalize task procedures over contexts.’

To generate a scenario that fits the learning goal, the system must know
how to match scenarios to learning goals. However, a learning goal refers to
skill development, whereas a scenario refers to a task performance embedded in
a storyline. This requires a relation between the concepts ‘task’ and ‘skill’. As
mentioned in the discussion of the ELEKTRA ontology, tasks are specified to
rely on a (set of) skill(s). This allows for the system to produce a scenario that
matches Jeremy’s skill set.

It becomes clear, that there are still a lot of concepts mentioned in this
example that need further specification before the system is actually able to
reason about them. For now, we will leave this example. The AEG ontology,
however, covers a lot more than the content discussed in the example above.

4 Discussion

This paper discusses the design of an adaptive game architecture that promotes
reusability and a proper didactical foundation. It proposes the use of an ontology
as a knowledge base, combined with a set of generic procedural rules that operate
on this ontology. The ontology specifies all the relevant concepts, their attributes,
and their interrelations.

The ontology has several purposes: 1) it serves as a vocabulary to use during
consultations with stakeholders and domain experts, 2) it explicates choices made
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in the design, thereby making them traceable, 3) it can be checked for consistency
and coherence, 4) it leads to early refinement and testing of the requirements,
and 5) it serves as a declarative knowledge base for the system, promoting reuse
of the generic procedural rules on interchangeable knowledge bases regarding for
instance different training domains, didactic strategies, and virtual worlds.

The result of our research is a coherent and consistent ontology, forming
a solid knowledge base that is useful to the stakeholders, developers, and the
system itself. Moreover, the ontology led to a refinement of the requirements,
newly discovered requirements, and a way to warrant the system’s robustness.
The ontology has been implemented and is currently checked for consistency. In
short notice, the ontology will be verified by domain experts.

Future work focuses on the further development of a generic procedural rule
base that uses the ontology to impute the rules’ variables and produce user-
tailored, domain specific, and adaptive training scenarios. This process will result
in an even more detailed refinement of the system’s requirements. Once the
ontology and the reasoning rules are finished, an (agent-based) environment will
be connected to the system, so the system can be evaluated on its requirements
by testing their corresponding claims. The results of that test will lead to a
further refinement of the architecture and system design.

Adaptive serious games have mainly focused on the maintenance of the sto-
ryline and believability of the characters, lacking didactical principles to adjust
the storyline in favor of the learning goals. Alternatively, intelligent tutoring sys-
tems rely on didactical principles and result in structured learning content, but
often only apply to well-defined training domains, such as computer program-
ming, mathematics, and physics. Bridging the gap between these two research
areas would result in highly engaging and effective autonomous training oppor-
tunities, however this requires a holistic view on game design: the development
of adaptive systems is labour-intensive and reusability of (parts of) the game is
important for the future of serious games.

Preferably, an AEG architecture uses several ontologies to draw its knowledge
from: one referring to the training domain, one referring to the game world
elements, one referring to the trainee, and one referring to the didactic strategies
it can use to select and alter training scenarios. By combining semantic modeling,
procedural content generation techniques, and adaptive storytelling elements,
games may not just become adaptive, but modular and reusable as well.
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